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Goal and Objective Background
Develop efficient algorithms for planning under uncertainty with
explicit operational and safety guarantees

Planning under uncertainty: POMDPs
• Efficient approximate algorithms
• No safety constraints

Safety-Aware POMDPs
• Assign extra penalty to “bad” end states
• Needs handcrafted penalties
• Asymptotic guarantees

Constrained POMDPs
• Provide rigorous way of describing complex constraints
• Algorithms are not scalable with many assumptions
• Violates Bellman’s principle of optimality, resulting in pathological 

behavior
Our contribution: Recursively-Constrained POMDPs (RC-
POMDPs) & reachability objectives
• Provide rigorous way of describing complex constraints
• Finite sample guarantees
• Scalable algorithms
• Good behaving algorithms

Uncertainty is ubiquitous
• Environmental conditions (e.g., terrain-wheel interaction, air density)
• Actuator performance (e.g., thruster valve timing, heater performance)
Planning under uncertainty can increase science returns
From conservative, worst-case margins to explicit, tight representation of 
uncertainty
Plug-and-play with existing autonomy stacks
Planning with formal guarantees helps performance as 
well as V&V
● Formal guarantees span the wide range of conditions in which the

autonomy is intended to operate
● Testing explores in detail specific scenarios
● Formal guarantees complement testing to help instill confidence that

the autonomy will perform correctly and sufficiently rapidly

Approach: Enhancing Online Planning and Human-
in the-Loop Control
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Co-safe Linear Temporal Logic (scLTL)

Probabilistic Temporal Logic RC-POMDP

π∗ = argmax" V#" b$
s.t. P%" b$ ≥ p

Complex task and operational specifications:

ϕ ≔ p ¬ϕ ϕ ∨ ϕ X ϕ F ϕ | ϕU ϕ

ϕ = ¬ deplete U (science ∧ (¬ depleted U unshadowed))

• Our proposed RC-POMDP algorithm can be used with HSVI-RP 
with small modifications for probabilistic scLTL constraints

• Guarantees on probabilistic scLTL constraint satisfaction
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Approach: POMDPs with Undiscounted Reachability 
Objectives

Probabilistic Temporal Logic Shields

Safe Human-in-the-loop Control

• Compute upper and lower probability bounds for scLTL satisfaction
• Allow actions with lower bound above threshold
• Disallow actions with upper bound below threshold
• Enhance existing autonomy stack (e.g. online planning)

• Safety advisor dissuades bad actions to human operator from probabilistic 
LTL constraints

Maximal Reachability Probabilities Problem (MRPP): Find a policy that 
maximizes probability of reaching set of target states

𝜋∗ = argm𝑎𝑥 𝑃&(◊𝑇)

• Sound Upper and Lower Bounds: Guarantees on solution correctness
• Under-approximation (lower bound) converges to optimal solution

Heuristic Search Value Iteration – Reachability Probabilities (HSVI-RP)


